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ABSTRACT

When large amounts of data is handled, it is important to obtain
the desired compatibility between such data to perform activities
of access and storage of information; data models are a tool that
helps to determine the structure of the information, in order to
improve communication and accuracy in applications that use and
exchange data with each other for a common purpose. Nowadays,
there is no framework for health supporting the data modeling
design, i.e. the existing models are generic and therefore are not
suitable to support personalized systems and they do not consider
the quality of clinical and personal data, required in health care.
Based on the CRISP-DM methodology, a framework is proposed
to design a data model for personalized health systems. This
framework ensures the security of personal and clinical data to
relate it with health standards, particularly with the Personal
Health (PHR) ISO/TR 14292 standard, which addresses the
recommendations of the parameters that must be within a
personalized  health  system. To  perform  accurate
recommendations it is important to make a data mining process,
where the data is related to guarantee an accurate and reliable
personalization; these relations generated by the model should be
taken into account to apply them a data mining technique.
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1. INTRODUCTION

The ICT (Information and Communication Technologies) seek to
promote healthy habits and lifestyles influencing in a positive way
on the health of people, so are decreases the risk factors affecting
the health of people [1]. The large amount of data that is stored on
the cloud related to the ICT interventions and its users becomes a
problematic issue, since it is important to discover through data
mining, some useful, unexpected and understandable models and
data patterns [2], to produce knowledge, which will be used in
order to benefit the user.

For this reason, it is consider necessary to count with personalized
systems to promote healthy habits and lifestyles based on a user
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model capable of collecting, managing and relating the personal
information of each user in order to know the key aspects of that
person and make a proper preprocessing of the data generated by
the user according to a data model (its conceptual level); besides
the user model must be according to a personal health record
standard, since it is necessary to manage the clinical information
of a person.

Having in mind the previous considerations, this paper describes a
framework for a data model in health, where the user model used
to generate the data model (conceptual) is in accordance with the
ISO/TR 14292 standard [3] and is implemented in a personalized
system through a data mining technique, all of this based in the
CRISP-DM methodology for the preprocessing of information to
support the promotion of healthy habits and lifestyles.

This paper is structured as follows: the next section illustrates the
state of art to the topic at hand. Section 3 describes the
methodology used in the research. Section 4 presents the
description of the framework for a data model in health and
Section 5 illustrates the results obtained by the implementation of
the framework through a test with Weka. Finally, the paper
presents the conclusions.

2. STATE OF ART

A user model allows a system to respond efficiently to the
characteristics that represent knowledge and a preference of the
user the system assumes that he/she has [4]. As a basic principle
of operation, personalized systems requires acquiring user
information and use it to make inferences on the abstract
characteristics that are used in defining the behavior of the system
to the user [5].

From a literature review are listed the following papers: [6]
highlights the state of art of translational bioinformatics to design
supported decisions and case-based reasoning systems and
presents the design of a tele-health system, which is capable of
combining text mining, search literature and case-based retrieval.
On other side are the web based systems connected with an EMR,
[7] presents a methodology for ontology engineering to generate
case base in the medical domain using a based case reasoning
system for a case study of diabetes diagnosis and finally [8] that
shows a platform with an agent-based three-layer architecture
supported on a multi-agent system for home care.

[9] and [10], where the first one describes a personalized system
using advanced information algorithms, text and data mining and
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other computational techniques to support health decisions for
patients with diabetes, and the second one presents an approach to
medical knowledge recommendations based on collaboration.

In [11] an algorithm for classifying personal health records is
introduced and it is designed a personalized search engine
matching PHR systems to search the web user so he/she can get
answers really relevant for him/her and his/her health status. It is
important to highlight the work done by Meyer in [12], since this
work comprises concepts covered in this article: presents a
personalized system based on a user model that is eHealth
oriented to a standard of PHR to promote healthy habits and
lifestyles. However, it differs in the way the information is
obtained to create the user model, because it comes from his/her
context and not from the inherent characteristics from his/her
personality, where a data analysis technique is used to infer such
contextual characteristics.

3. METHODOLOGY DESCRIPTION

For the development of this article, the Engineering Research
Methodology [13] was used. Following this methodology through
its stages: 1)It is obtained a conceptual basis through a literature
review. 2)The Delphi methodology [14] is used for the selection
of items from the user model based on the recommendations of
the ISO/TR 14292 standard to design the data model. 3)For
system development, the user-centered design (UCD)
methodology [15] is used, and the CRISP-DM methodology [16]
describes the data mining tasks, in order to distribute the
information management and concretize appropriate data mining
models to the context this project. 4)To make the evaluation, the
DESMET methodology is used to ensure the quality of the
development system.

1. At last, it is important to conclude, socialize and present the
obtained results.
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Figure 1. CRISP-DM reference model phases [16]

In figure 1, the CRISP-DM methodology reference model is
observed. This methodology was followed in the next way: the
Business Understanding and the Data Understanding phases are
used to understand the project objectives and requirements from a
business perspective, and then convert this knowledge into a data
mining problem definition and a preliminary plan designed to
achieve the objectives; and to start collecting data, then get
familiar with the data, to identify data quality problems, to
discover first insights into the data, or to detect interesting subsets
to form hypotheses about hidden information. The conceptual data

model level from the proposed framework is created using these
two phases.

The logical data model level is based on the Data Preparation
phase that includes all activities required to construct the data set
from the initial raw data. Tasks include table, case, and attribute
selection as well as transformation and cleaning of data for
modeling tools. Following the methodology, the Modeling phase
that selects and applies a variety of modelling techniques, and
calibrate tool parameters to optimal values [17], is used to create
the physical data model level from the framework that is going to
be describe in Section 4.

4. FRAMEWORK DESCRIPTION

A framework is a standardized set of concepts, practices and
criteria to focus on a particular type of problem that serves as a
reference, to confront and solve new problems of a similar nature
[18]. Thus, a framework is created for a data model based on a
user model according to the ISO/TR 14292 standard for a
personalized system in health; the data model consists of three
levels as shown in figure 2.
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Figure 2. Data model levels

4.1 Conceptual Data Model

Describes the semantics of a domain, being the scope of the
model. A conceptual schema specifies the types of facts or
propositions that can be expressed using the model [19].

According to what was stated in [4], it starts to make the
characterization of the user model from a generic profile, a
psychological profile and other features. Through the
methodology of user-centered design, several characteristic
elements classified are considered. Using the Delphi
methodology, comparison charts (x vs. y) are created to define
preliminarily the relations between each of the characteristic
elements considered.

ISO/TR 14292 standard should be characterized for the user
model conformation. In the first characterization, topics covered
in this technical report, which makes a classification of personal
health records according to six dimensions classified within the
topics: PHR structure, order and parameters, security,
communication and architecture. The items obtained from the
characterization of the standard, are 29 resulting items, then this
items are categorized as presented in Fig. 3.

‘ Generic ‘ ‘ Knowledge | ‘ Promotion ‘

p ) o S
L Physical activity H Food habits J

Full name Email

Birth date Phone Abdominal perimeter
Gender Occupation Addictions
Identification Order of the day Allergies
Ethnicity Tastes Food habits
Civil status Interests Physical activity
Stratum Hobbies Weight
Traumas Things don’t like Height
Constant clinical ‘Working hours Sleeping hours
condition Personality traits
Periodic medicati Family life

Figure 3. Items resulting from the process in accordance with
1ISO

4.2 Logical Data Model

Describes the data in as much detail as possible, without regard to
how they will be physical implemented in the database [19].



As a first step, the relation between items in a relationships table
is structured as a basis for the system learns the model, i.e., the
relationships table becomes to the model in the way to learn and
execute their processes of inference. The relations between items
are made from the information comparative tables and respecting
the proposed metrics [20]. Once the necessary user data is
obtained, with the help of a classification algorithm the inference
process can be perform, in order to determine the physical activity
and healthy diet proper intervention for the user according to
his/her health status, needs and interests.

These relationships were made between all items of the figure 3,
with the purpose of guaranteeing quality of information because
the relationships declare data structures and it allows avoid
redundancy of knowledge.

Consider figure 4 to see the learning process of the model based
on the items relations, it can be observed the indirect relations that
rise in the flow lines, such as the way it affects the user's tastes in
food. Another finding is the dependency level between items, the
black lines represent unidirectional relationships and the blue ones
represent bidirectional relationships. Thus, the relations between
all items are structured, achieving a successful possibility of
inference in promoting health.
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Figure 4. Relationship’s items about tastes and user addictions

4.3 Physical Data Model

Describes the physical means by which data are stored [19]. Table
1 specifies the characteristics of each attribute that is considered
for a physical activity recommendation. It is important to prepare
the information according to the tool that is going to be used to
create a mining model. Since the software used is the Weka tool,
the data format must be a file type .ARFF, the structure of these
files is exemplified below in the figure 5.

Table 1. Mining model attributes

Attribute Description Values
BMI Represents a previous | Low  weight, normal
inference in the user's | weight, overweight,
physical condition. It is a | obesity.
nominal fact type.

Lifecycle | It is a model fact inferred | Teenagers, adult
from their date of birth. | teenagers.
Despite being an integer, is
taken as a nominal value in
the relationships table.

Ethnicity Indicates the racial group a | Indigenous, afro-
person belongs. It is a | Colombian, other.
nominal value.

Trauma It represents a person with | Mobility, visual, auditory,
disability. It is a nominal | without trauma.
fact.

System It is the aim of the system | Health, beauty, sport.
usage user. It is a nominal fact.
Cardiovasc | Indicates a user clinical | Diabetes, hypertension,
ular disease | condition. It is a nominal | without risk.
fact.
Interventio | It is the class of dataset. It | Dance, walk, bodily
n is a nominal fact. exercises, stretch,
stretch_eyes, limbs,
personal hygiene, HIIT,
labours,  labours_limbs,
labours_eyes, LISS, swim,
eyes, relaxation, SCC, jog.

(@relation UserModel

(@attribute BMI {low_weight, normal weight, overweight, obesity}

(@attribute Life cycle{teenagers, adult teenagers}

(@attribute Ethnicity {indigenous, afro-Colombian, other}

(@attribute Trauma {mobility, visual. auditory, without_trauma}

(@attribute System usage{health, beauty, sport}

(@attribute Cardiovascular disease{diabetes, hypertension, without risk}

(@attribute Intervention{dance, walk, bodily_exercises, stretch, stretch_eyes, limbs,
personal hygiene, HIIT, labours, labours_limbs, labours_eyes, LISS, swim, eyes,
relaxation, SCC, jog}

(@data

Low_weight,adult_teenagers,indigenous,mobility.health.diabetes,stretch_eyes

(@relation: the name of the relationship is indicated.

(@attribute: specifies a variable or attribute. Attributes can be from various types ac-
cording to their characteristics.

(@data: in this section the data enter in the model, either for analysis or as mining
model training set.

Figure 5. Data format

4.4 Architecture

The architecture is divided into three parts: (1) servers, (2) control
(3) view. Following there is a brief explanation of each [20].

7;7 User Model ] ] Intelligence
e s ]

e ‘»1

L ] J

Items Training dataset
from User Mode from Inteligence

e I o

L ] L]

Relations Data mining technique

from User Mode! (from Ct

L

Behavior Recommendation choice
om User Mode o Intetigence

o

Database

wu
User model DB
from Database

=

Loarning 08
from Database

L‘\
Interventions DB

Figure 6. Diagram component of the architecture

In figure 6 is possible to see the relations of components described
in the control part that is highlighted in figure 8. a) User Model
Component, it considers the selected items from the user
characterization through the model, the relations between items so
structured a prior knowledge to determine the inference rules. b)
Intelligence  Component, this is where the training dataset
supported by the relations between items becomes relevant as an
essential part of detecting patterns in order to achieve health
inferences. Data mining techniques and inference decisions are




also part of the intelligence. From this component is achieved to
promotion Physical Activity and Healthy Diet recommending
personalized interventions. c¢) Database Component, block
database becomes in the user model and intelligence components
support, since storing the attributes of the learning processes and
feedback and the inferred interventions are collected in databases
included in this space.

5. RESULTS: TEST WITH WEKA
The results according to the data mining process within the user
model are produced by a machine learning tool called Weka.
Weka is a freeware tool developed in Java that allows the
implementation of different data mining techniques; it also can
perform data filtering and preprocessing tasks [21].

It is known that several data mining algorithms can be used to
accomplish an aim, however given the data model characteristics,
three known algorithms were examined in the literature: decision
trees, particularly the J48 algorithm, the k-nearest neighbor
algorithm and Bayesian networks based in network topologies
[22]. The data model evaluation is made with the three mentioned
algorithms through Delphi methodology, making tests of try and
error and choosing the best algorithm for the data model.

As a first step, it is defined that dataset does not present missing,
anomalous data or little use information that will obstruct the data
mining process. In general, all initial variables are trusted to be
use in the creation of data mining model. Prior to running the test
algorithm, the Cross-validation the main class to analyze is the
recommendation of an intervention of physical activity, so it is
been specified within the previous use of the algorithm
configurations.
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Figure 7. J48 algorithm results window
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Figure 9. BayesNet algorithm results window

The figure 7 shows the total percentage of correct classified
instances, this value means there is a 44,213% of success in the

classification of an intervention according to its training dataset.
Although this percentage does not overcome the 50% of success,
such value is expected given the previous data analysis, because it
is evident that the interventions relevant to the class are varied,
which means more than one intervention works for a determined
combination case of user attributes. The decision tree allows
performing a deeper analysis about the model behavior.

In general, the model results under the J48 algorithm shows that
the attributes trauma, BMI and life cycle accomplish a decisive
role in the selection of a defined intervention; this result is
consistent with the data exploratory analysis. Likewise, the
classification distribution of the instances indicates that the
interventions are not subject to a specific user profile, some user
characteristics defined the selection of an intervention but in
general, the interventions are varied for varied users.

Applying the k-nearest neighbor algorithm, using five (5)
neighbors for classification (figure 8).The Bayesian networks
provide the possibility of making a qualitative and quantitative
analysis of the information; these properties allow complementing
the dataset analysis. It is obtain the percentage of correct
classified instances by the algorithm as a first step (figure 9)

Figures 8 and 9 indicates a little more than 40% of correct
classified instances, just as the previous algorithms, the rightness
percentage does not overcome the 50%. Analyzing the network
structure generated by the algorithm, it is observed that there is a
relation between the trauma, BMI and life cycle variables, such
relation had been pointed across the analysis and the structure
confirms it. Reviewing the probability tables of some interest
nodes, it is evident some similar behaviors founded in the decision
tree, e.g., the high variation rate of an intervention from a user
trauma or his/her BMI.

Table 2. Probabilities distribution table of trauma node

Intervention BMI mobility visual auditory without_trauma
Dance Tow_weight 0,045 0,045 0,045 0,864
0,029 0,029 0,029 0,912
Dance overweight 0,25 0,25 0,25, 0,25|
0,25 0,25 0,25 0,25
Walk low_weight 0,01 0,01 0,402 0,578
0,009 0,009) 0,361 0,62
Walk overweight 0,011 0,011 0,633 0,344
0,25 0,25 0,25 0,25
Bodily_exercises low_weight 0,036| 0,893 0,036 0,03
0,033 0,9 0,033] 0,033
Bodily_exercises overweight _ 0,017] 0,95 0,017, 0,017
0,015 0,456 0,015, 0,515
Stretch low_weight 0,25 0,25 0,25 0,25
0,25/ 0,25 0,25 0,25/
Stretch overweight 0,25 0,25 0,25 0,25
! 0,071] 0,071] 0,786| 0,071
Stretch_eyes low_weight 0,85 0,05, 0,05 0,05|
0,893 0,03 0,036 0,03
Stretch_eyes overweight 0,893 0,036 0,036| 0,036
0,9 0,033 0,033 0,033|
Limbs low_weight 0,05/ 0,35 0,45 0,15
0,1/ 0,7 0,1 0,1

Table 3. Results summary from the apply algorithms to
dataset

The distribution table verifies that for more than one intervention
there are more than one user profile that can realize the
intervention activity. Hereafter, a table is presented with the
results summary thrown by the applied algorithms to the user
model dataset.

Algorithm B Co_rrect K_ap_pa
classified instances statistic

J48 (Decision tree) 44.213% 0.3832
IBK (Knn) 40.2778% 0.3307
BayesNet 40.625% 0.3373




From the previous analysis, the following contributions are
presented: a)The algorithm with a better response to the data
model dataset is the decision tree. b)The trauma, BMI and life
cycle attributes are closely related between them, dividing the
interventions by groups. This indicates that even the interventions
are diverse for more than one user kind, these are more suitable to
certain kind of users defined by the mentioned attributes. c)The
percentage of correct classified instances suggest the majority of
interventions are not attached to a certain user kind, although
some of them are quite specific for a user, in general, most of
them are generic to any user. d)The model results are consistent
with the hypothesis from the exploratory analysis, this implies that
it is a reliable model in its behavior, for that matter it is a
consistent data model.

6. CONCLUSIONS AND FUTURE WORK
The salient contributions to the development of this work are:
a)The CRISP-DM methodology suggests that prior treatment of
information that can be analyzed is vital to the expected results
quality when applying any data mining technique. b)The inference
relationships obtained from the user model elements, which are
covered by the logical data model allows the system learns the
user personality inherent characteristics in a more efficiently way
so the personalization process could be more accurate and
appropriate. ¢)The proposed components architecture resulting
from the framework application is generic and flexible to be
implemented in any personalized system in health promotion.
d)Through the test with weka, the relations of the data model
inference are evaluated verifying the validity of the framework for
a personalized system, so the efficiency and satisfaction of the
given recommendation are guaranteed. e)The percentage obtained
in the algorithms tests is good consider the size of the evaluated
dataset. With more variables and relations in the dataset, this
percentage could be higher.

As futures work it is proposed: 1) Run the former algorithms with
a bigger dataset formed by more variables such as the ones
described in figure 5 and relations generated from the user model
that conforms the conceptual data model.2) Evaluate the
personalized system in a study case that reveals the importance of
the information obtained through the user model and the process
executed from the data model proposed.
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